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1. INTRODUCTION

Let K be a compact subset of;J1s (s;?; 1) satisfying K = Int(K) and .denote
by C(K) the space of continuous, real-valued functions on K. Let
Woo = {w E L oo(K): w >°on K} and, for w E Woo, let Cw(K) denote the
space C(K) endowed with the w-weighted L I-norm

Ilfll w = f IfIw d~,
K

where ~ denotes Lebesgue measure. If U is a finite dimensional subspace of
C(K) and fE C(K), let P w(f) denote the set of all best 11·11 w-approxima­
tions to ffrom U, and let OZtw(U) denote the set of all functions in C(K) that
have unique best 11·11 w-approximations from U. We say that U is Chebyshev
in Cw(K) if OZtw(U) = C(K).

Recently there has been considerable interest in characterizing .. the
Chebyshev subspaces of C1(K) owing to the recent discovery that the
spaces of spline functions on [0, 1J with fixed knots are Chebyshev
C1[0, 1J (see [3,21 and references thereinJ as well as the older result
Krein [19,1'. 236J) that spaces satisfying .the Haar condition on (0, 1) are
Chebyshev in C1 [0, 1]. The only complete characterizations of
Chebyshev subspaces of C1[0, 1J involve references to the best approxima­
tion problem or characterizations of best approximations rather a
structural property of the subspace [2,22]. However, a structural
property, called the A-property, that is satisfied by the spaces mentioned
above was introduced by Strauss [23 J and shown to be sufficient for a
space to be Chebyshev in C1(K). A subspace U of C(K) is said to
the A-property (or be called an A-space) if for every U E U\ {O}
continuous function (J: K\Z(u) ~ { -1, 1} there exists v EO U\ {o} such that
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v=O a.e. on Z(u) and (jv~O on supp(u). Here Z(f)= {xEK:j(x)=O}
and supp(f) =K\Z(f) for j E C(K). This particular version of the
A-property was given in [8]. Subsequently, Kroo [7J and Pinkus [13J
showed that the A-property is necessary and sufficient for a finite dimen­
sional subspace to be Chebyshev in Cw(K) for all WE Wco' In fact, necessity
requires far fewer weight functions [9, 16]. When s = 1 and K = [0, 1J,
Pinkus [13 J gave a complete "spline-like" description of the A-spaces. In
the multivariate setting, the situation is not so neat. For instance, when
s = 2 and K is a rectangle, the known A-spaces include those that reduce
to univariate A-spaces (through multiplication by a positive continuous
function or a diffeomorphic transformation of the domain) [10J, the space
of linear functions, and certain spaces of linear splines with triangular
elements (see Sommer [20J). Unfortunately, most spaces of polynomials
and tensor products of univariate spline spaces fail to satisfy the
A-property. For the fixed weight function W = 1, few examples of
Chebyshev spaces are known (see [6, 20J). Particularly, it is not known
whether the polynomials of total degree ~n (n > 2) or the tensor product
of the univariate polynomial spaces of degree ~n, m (n, m~2) are
Chebyshev in CI(K) when K is a rectangle in f1I2.

Since many of the important approximating spaces in the multivariate
setting fail to be A-spaces, we weaken the requirement that OlIw ( U) =C(K)
and examine the question of whether OlIw ( U) is dense in C(K) relative to the
II· Ill-topology or the uniform norm 11·11 co-topology. In Section 2, we
demonstrate that OlIw( U) is 11·11 w-dense in C(K) for any finite dimensional
subspace U of C(K). Of interest here is a recent result of Pinkus [14J that
the metric projection PI admits a II ·111-continuous selection if and only if
U is Chebyshev in C I (K). This result will follow immediately from our
theorem in Section 2. In topologically assessing the prevalence of unique­
ness for Ll-approximation in C(K), it may be more pertinent to use the
uniform norm. One reason for this is that C(K) with the uniform norm is
complete and in Section 3 we will show that if OlIw( U) is 11·11 co -dense in
C(K), then C(K)\OlIw(U) is of first category in C(K) relative to the 11·1100­
topology. A second reason is that computational errors tend to be
uniformly small. Thus when OUw( U) is II· II co-dense in C(K), if we "ran­
domly" but continuously perturb f, then we are almost sure that the result
has a unique best 11·11 w-approximation from U. Furthermore, in Section 3,
when K is locally connected and the nontrivial elements of U have sparse
zero sets, we give a necessary and sufficient condition for OUw ( U) to be
11·11 co-dense in C(K). Essentially the condition is that no continuous sign
function annihilates U. In Section 4, we vary the weight functions and com­
pletely characterize those finite dimensional subspaces U of C(K) for which
OUw ( U) is II ·11 co -dense in C(K) for all W E Wco' There is a striking similarity
between the A-property and our condition-specifically, Z(u) is replaced
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by lnt Z(u). We shall also see that the conditions of our theorems are easy
to check as we apply them to multivariate polynomial spaces and tensor
product spline spaces. We remark that topological assessment of the extent
of uniqueness is not new. In [4], Garkavi defined a subspace U a
Banach space B to be almost Chebyshev in B if the set of elements of B not
having unique best approximations from U is of first category in B. One of
his primary tools was a lemma similar to our Lemma 3 which reduced the
almost Chebyshev property to the density of the uniqueness set in B when
B is separable and U is reflexive. In [5], Garkavi characterized the finite
dimensional almost Chebyshev subspaces of C(Q) (uniform approxima­
tion), and in [15] Rozema characterized the almost Chebyshev subspaces
of L I(D, L, v) and related this property to the nonexistence of continuous
selections of the metric projection as we have done in the present context.
In simplified form, if Q contains no isolated points, then the almost
Chebyshev subspaces of C(Q) are those for which all nontrivial elements
have sparse zero sets, and if (Q, L, v) contains no atoms, then all
dimensional subspaces are almost Chebyshev in L I(Q, L, v) (although
none are Chebyshev). We refrain from using the term "almost Chebyshev"
in the case of HI w-density of OJIw(U) since Cw(K) is not complete. When
C(K)\OJI w( U) is of first category in C(K) with respect to the II ·11 £topology,
we call U uniformly almost Chebyshev in Cw(K).

2. DENSITY OF UNIQUENESS IN Cw(K)

In this section we demonstrate the density of OJIw(U) in C w(K) for any
finite dimensional subspace U of C(K) and any WE Woo' In fact, .our result
is stronger in that for every f E C(K) and Uo E P w(l), Wo is a strongly
unique best II ·11 w-approximation to continuous functions arbitrarily near f
in the 11·11 w-sense. We say that Uo is a strongly unique best 11·11 w-approxima­
tion to f from U if there is a positive constant y> 0 such that

Ilf - ull w;:' Ilf - uoll w+ y Ilu - uoll w

for all u E U.

THEOREM 1. Let U be a finite dimensional subspace of C(K), WE
fEC(K) and uoEPw(f). For any 8>0 there exists gEC(K) such
Ilf - gil w < 8 and Uo is a strongly unique best 11·11 w-approximation g
from U.

Before proving Theorem 1, we state two lemmas. The first is a well­
known characterization of best L I·approximations [18, 19] and the second
is a characterization of strongly unique best L I-approximations due
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(2.1 )

Niirnberger [11]. Although both lemmas hold in general L I-spaces, we
only state them in the pertinent context.

LEMMA 1. Let U be a finite dimensional subspace of C(K), WE Woo,
f E C(K) \ U, and UoE U. The following are equivalent:

(1) UoE Pw(f)

(2) for all UE U

f u(sgn(f - uo))w d,u ~ f lui w d,u.
K Z(f-uol

(3) There exists measurable a: K ~ {-1, I} such that 0'= sgn(f - uo)
on supp(f - uo) and for all u E U,

Ix au d,u=O.

In Lemma 1, generally we only have 10'1 ~ 1 on Z(f - uo), but when the
underlying measure space contains no atoms (as in the present context) we
can assume that 10'1 = 1 on Z(f - uo) (see [12, Lemma 2]).

LEMMA 2. Let U be a finite dimensional subspace of C(K), w E Woo, and
f E C(K)\ U. Then 0 is a strongly unique best 11·11 w-approximation to f from
U if and only if

f u(sgnf)wd,u<f lulwd,u
supp(f) Z(f)

for all u E U\ {O }.

Proof of Theorem 1. We write the proof only for w = 1. For arbitrary
w, the same proof holds with ,u replaced by the measure ,uw given by
d,uw = w d,u. Without loss of generality, we assume that Uo = O. By Lemma 1,
there exists measurable a: K ~ { -1, I} so that 0'= sgnf on supp(f) and
(2.1) for all UE U.

Fix uESu :={uEU:llull oo =1}. By (2.1), the sets Pu:={xEK:
a(x)u(x»O} and Nu:={xEK:a(x)u(x)<O} have positive measure.
If Pun Z(f) has positive measure, choose ru> 0 so that the set A u:=
{x E Z(f): a(x) u(x) > ru} has positive measure. If Pun Z(f) has measure
zero, then Pun supp(f) has positive measure and thus is nonempty.
Choose x E supp(f) so that a(x) u(x) > O. Since a is constant in a
neighborhood of x, we can choose ru > 0 and open A u so that
x E Au ~ supp(f) and au> ru on Au. In either case, d" := {v E Su: av > 0 on
Au} is a II ·11 oo-neighborhood of u in S fl.
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Since S u is compact, there exist finitely many UI, ... , Un E S u such that
SUs;:U7~ldui' In particular, for every UES u, au>O on A ui ' for some
i= 1, .." n. Reorder the u;'s, if necessary, so that A ul , ... , AUk s;: supp(f) and
A uk + l' ... , A un s;: Z(f). Since f is integrable, we can choose b > 0 so that
JT If I dj.t < e for any measurable subset T of K with j.t(T) < 6.
i = 1, ..., k, choose nonempty open 0 i and Vi so that 0 is;: 0 is;: Vi s;: AUi and
j.t(V;) < b/(2k), and let 0' = U7~ I 0i and V' = U7= I Vi' Thus 0' and V' are
nonempty open sets, j.t( V') < b/2, 0' s;: 0' s;: V's;: V's;: supp(f), and for
every U E Su, au> 0 on a subset of Z(f) u 0 ' of positive measure.
Similarly, we can find nonempty open sets 0" and V" so that J1( VI!) < (j/2,
0" s;: 0" s;: V" s;: supp(f), and for each U E S U, (JU < 0 on a subset of
Z(f) u 0" of positive measure. Letting 0 = 0' u 0" and V = V' u V", we
see that 0 and V are nonempty open sets,

o s;: 0 s;: V s;: supp(f).

and for every U E S u

and

j.t( V) < (j.

j1{X EO U Z(f): au> O} > 0

j1{X EO U Z(f): o"u < O} > O.

(2.2)

(2.3)

(2.4)

Now we choose g E C(K) satisfying g = f on K\ V, g = 0 on 0, and
sgn g = sgn f and Igl < If I on V\O. Such a construction can be made
using a Urysohn function rjJ where rjJ = 1 on K\ V, rjJ = 0 on 0, and 0 < ¢ < 1
on V\O and letting g= frjJ. By (2.2),

Ilf - gill = f If - gl dj.t = f (If I-I gl) dj.t:( f If I d,u < e.
v v v

Also, Z(g) = 0 \:J Z(f) and sgn g= sgnf = (J on supp(g) = supp(f)\O.By
(2.1), (2.3), and (2.4), for U E S u,

f u(sgn g) dj.t = f uo" dj1 = - f U(J dj.t < f lui dj.t. (2.5)
supp(g) supp(g) Z(O) Z(g)

By homogeneity, (2.5) holds for all UE U\{O}, and by Lemma2, 0 is a
strongly unique best II· Ill-approximation to g from U.

The density result now follows immediately.

COROLLARY 1. For any finite dimensional subspace U of C(K), W",(
11·11 ",-dense in C(K) for all W E Woo'
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Pinkus' result on continuous selections also follows.

COROLLARY 2. Let U be a finite dimensional subspace of C(K) and
w E Woo' A necessary and sufficient conditions for P w to admit a 11·11 w­
continuous selection is that U be Chebyshev in Cw(K).

Proof As is noted in Pinkus [14], sufficiency is well known. For
necessity, suppose U is not Chebyshev in Cw(K). Choose fE Cw(K) for
which P w(f) contains two distinct functions Uo and Uj . By Theorem 1,
there exist sequences (gk) and (h k) in C(K) where II gk - fll w~ 0,
Ilhk-fllw~O,Pw(gd= {uo}, and Pw(hk) = {ud. For any selection G of
P w, G(gk)=UO and G(hk)=uj. It is now clear that G cannot be 11·llw·
continuous at f

3. UNIFORM DENSITY OF UNIQUENESS

When K is locally connected and Z(u) has an empty interior for all non­
trivial u in a finite dimensional subspace U of C(K), we give necessary and
sufficient conditions for U to be uniformly almost Chebyshev in Cw(K) for
fixed W E Woo'

THEOREM 2. Let K be locally connected, W E Woo and let U be a finite
dimensional subspace of C(K) for which Int Z(u) = 0 for all u E U\ {O}.
Then U is uniformly almost Chebushev in Cw(K) if and only if there does not
exist a continuous sign function (J: K ~ { -1, I} such that

f (Juw df.1=O
K

(3.1 )

for all UE U.

As in Section 2, we only prove Theorem 2 for w= 1 and note that replac­
ing f.1 by f.1w yields the proof for any W E Woo' We require three lemmas. The
first demonstrates that in order to prove that U is uniformly almost
Chebyshev in Cj(K) it suffices to show that q[j(U) is 11·lloo-dense in C(K).
The statement and proof are similar to a result of Garkavi [4, p. 171]; we
include the proof for completeness.

LEMMA 3. Let U be a finite dimensional subspace of C(K). If q[j (U) is
Il-lloo·dense in C(K), then U is uniformly almost Chebyshev in Cj(K).

Proof For k = 1, 2, ..., let
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where diam(A) denotes the 11·11 x-diameter of a subset A of C(K).
Evidently, C(K)\OltI(U) = Uk~ I 9'k.

To show that each 9'k is 11·11 x-closed, let (fn) be a sequence in 9'k and
fEC(K) where 11j,,-flloo~O. For n=1,2, ..., choose Un' VnEP1(fn) so
that

Now Ilunlll' Ilvnll l :(; 211fnlll ~ 211flll since 11·11 x-convergence implies
II· III-convergence. Since dim U < 00, we may extract subsequences
assume that Un ~ u and Vn~ v where u, v E U. (Since dim U < 00, these
latter convergences are with respect to any norm on u.)
Ilfn - fill ~ 0 and set valued metric projections onto finite dimensional
spaces are upper semicontinuous, u, v E PI (f). Further

Ilu - vii x?: Ilun- vnll 00 -Ilu - unll 00 -llv - vnll 00

>- ! _! - II U - u Ii - II v - v II;;.--'k n nice nw'

Letting n ~ 00, we see that diam(P I(f))?: Ilu - vii x?: 11k so that f E 3\.
Thus ff'k is 11·11 x-closed.

Since 0lt1(u) is 11·11 x-dense in C(K), each ff'k has an empty 11·11 oo-interior,
and thus C(K)\OltI(U) is of first category in C(K) with respect to the
11·11 x-topology.

Our next lemma sheds light on the nature of nonuniqueness in
11·11 capproximation, and various versions of it have been used fruitfully
in the literature. For f E C(K) and u E PI(f), we call u an interior best
11·11 capproximation to f from U if Z(f ~ u) S; Z(v - u) for all v E

Specifically, an interior best approximation to jinterpolates f on a minimal
set for all best approximations.

LEMMA 4. Let U be a finite dimensional subspace of C(K). Then every
f E C(K) has an interior best II ·11 capproximation from U.

Proof If P I(f) is singleton, the statement is dear. Since PI (f) is
convex and has finite dimension, it has a nonernpty interior relative to
affine span. By translation, if necessary, suppose 0 is in the interior of Pl(f)
relative to its affine span. Let v E PI(f). Then there is an a > 0 so that
±avEPI(f)· Thus Ilflll=llf-avlll=llf+avll l and sincef=!(f- +
!(f + av), we have
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By the triangle inequality for absolute value, equality above, and
continuity of f and v, I~(f - ow) + ~(f+ (Xv)1 = ~If - (Xvi + ~If+ (Xvi on K.
Hence, (f - (xv)(f + (Xv) ~ 0 on K. Thus f2 ~ (X2V2 on K and Z(f) s; Z(v).

The main content of this section in the next lemma.

LEMMA 5. Suppose that K is locally connected, U is a finite dimensional
subspace of C(K), f r:= C(K), and u is an interior best II· Ill-approximation to
ffrom U. IfZ(f-u) $. IntZ(v)for every VEU\{O}, then for every e>O
there exists g E 0l/1 (U) such that II f - gil 00 < e.

Proof Again we assume with no loss of generality that u= O. We first
observe that given e > 0 there is a b > 0 so that if g E C(K) and
Ilf-gI11::::::b, then Iv(x)1 ::::::e/3 for all VEP 1(g) and xEZ(f). This follows
since P 1 is 11·111 -11·111 upper semicontinuous [19, p.386] and 11·111 and
11·1100 are equivalent on U. That is, there is a b > 0 so that if g E C(K),
Ilf - gill < b and v E P 1(g), then there exists u E P 1(f) so that
Ilu - vii 00 < e/3. But u = 0 on Z(f) so that Ivl < e/3 on Z(f)'

We also note that if Ilf-glll::::::1 and VEPl(g), then

where K is the equivalence constant for the norms 11·1100 and II ·111 on U.
Now define H: K -+ [0, <Xl) by

H(y)=sup{lu(y)l: UE U, Ilull oo ::::::M, lui ::::::e/3 on Z(f)}. (3.3)

Since the set over which the sup is taken is 11·lloo-compact and therefore
equicontinuous there is an open neighborhood 0 on Z(f) for which
H < 2e/3 on O. Further, refine 0 so that IfI< e/3 on O.

Let {u l' ..., un} be a basis for U. By the hypothesis that Z(f) $. Int Z(v)
for any VE U\{O}, Ub ... , Un are linearly independent on O. Thus we may
choose n distinct points y l, ..., Yn in 0 over which ul' ..., Un are linearly
independent. Thus

By the continuity of the U1'S, the local connectedness of K, and the
regularity of {l, there exist disjoint open connected neighborhoods
V1, ..., Vn of Y1, ..., Yn' respectively, contained in 0, so that

det(ui(tjmj~1 # 0

when tjE Vj (j= 1, ..., n) and

(3.4)

(3.5)
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(j = 1, ..., n). Since K = Int(K), K has no isolated points and we may choose
SjE Vj\{Yi} (J= 1, ..., n).

We now select g E C(K) satisfying the following conditions:

g(Yj)=H(Yj) and g(sJ = -H(sj) (j=l, ...,n)

g=f on
K\(01 Vj)

(3.7)

n

Igi ~2e/3 on U Vj . (3.8)
j~1

Since IHI ~2e/3 and If I<e/3 on Ujl~l Vjso, g can be obtained. By (3.7)
and (3.8), Ilf - gil co < e. Also, by (3.7) and (3.5),

Ilf-glll= I J If-gl d!1~e I !1(Vj ) <min(8, 1). (3.9)
j~1 ~ j~l

To see that g E 0lt1(U), using Lemma 4, let u be an interior best II
approximation to g from U. By (3.9), Ilull co ~ M and lui ~ e/3 on Z(f).
the definition of Hand (3.6), u(Sj)~g(Sj) andu(Yj)~g(y) (j=1, ... ,
Since each Vj is connected, Vj n Z( g - u) # 0 (j = 1, ..., I'l). Choose
tjE VjnZ(g-u) (j= 1, ..., n). If PI(g) contained an element v other than
u, then {tl> ..., tn } S Z(g- u) s Z(v - u). Since v - u #0, the basis U j ,

would be linearly dependent on {t l' ..., tn} so that

det(ui(tj))7,j~1=0

contrary to (3.4). Thus uE0lt1(U).

Proof of Theorem 2. Suppose that a continuous rr: K ---+ { -1, 1} exists
satisfying (3.1) for all u E U. For all f E C(K) with Ilf- rrll 00 <! and v E U
with Ilvll oo <!, rr=sgn(f-v). By (3.1) and Lemma 1, VEPI(f). Thus
Oltl ( U) is not II ·11 co -dense in C(K) and U is not uniformly almost Chebyshev
in C I (K). Conversely, suppose that no continuous sign function annihilates
U. By Lemmas 4 and 5 and the condition that Int Z(u) = 0 for
u E U\ {O}, it suffices to show that Z(f - v)# 0 for all f E C(K) and
vEP1(f). If Z(f-v)=0 for some fEC(K) and VEPI(f), then
(J = sgn(I- v) would be a continuous sign function and by Lemma 1, (3.1)
would hold for all U E U, a contradiction.

EXAMPLE 1. Let K = [a, b] x [c, d] S ~2. Since K is connected, the
only continuous sign functions on K are constant. Further if U =
span{Pl (x, y), ..., Pn(x, y)} where PI' ..., Pn are polynomials, then Z( has
empty interior for all nontrivial elements p of U. By Theorem 2, U can
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to be uniformly almost Chebyshev in CI (K) precisely when SK Pi dfl = 0 for
i = 1, ..., n. If PI = 1, then it is easy to see that U is uniformly almost
Chebyshev in Cw(K) for all WE Woo'

EXAMPLE 2. We see that the condition lnt Z(u) = 0 for all u E U\ {O }
cannot be removed from Theorem 2. Let K= [-3, 3J and U=SP{UI' u2 }

where U I == 1 and

{

-(X+2)

u2(x)= .0

x-2

if -3:::::;x<-2
if -2:::::;x:::::;2
if 2 <x:::; 3.

No constant sign function annihilates U, but U is not uniformly almost
Chebyshev in C I [ - 3, 3]. We refer the reader to the proof of necessity in
Theorem 3 for the latter assertion.

4. VARYING WEIGHT FUNCTIONS

For a fixed weight function W E Woo, Theorem 2 characterizes those
subspaces U that are uniformly almost Chebyshev in Cw(K) under the
condition that Z(u) has an empty interior for all u E U\ {O}. In this section
we circumvent this condition by letting W vary.

THEOREM 3. Let K be locally connected and U be a finite dimensional
subspace of C(K). Then U is uniformly almost Chebyshev in Cw(K) for
all W E Woo if and only if for every u E U\ {O} and continuous
0": K\Int Z(u) ~ {1, -1} there exists v E U\ {O} such that v = 0 on Int Z(u)
and o"v ?:: 0 on K\Int Z(v).

We note the striking resemblance between Theorem 3 and the
A-property. The condition of Theorem 3 can be much easier to check since
we need to check fewer sign functions in this case. This will be born out
with an example on tensor product spline functions.

Necessity of the condition requires a lemma on moments which was used
by Kro6 [8J and Schmidt [16]. We state the version used in [16].

LEMMA 6. Let (Q, -E, v) be a positive, finite measure space, S=
span{s I , ..., S n} be an n-dimensional subspace of L 00 (Q), and W be a convex
cone in L OO(Q) satisfying

if q E L 00 (Q) and fa qw dv ?:: 0 for all W E W, then q ?:: 0 v a.e. on Q (4.1 )
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If S contains no nontrivial functions that are nonnegative v a.e. on Q, then
A n :;= [#,n.

Proof of Theorem 3. For sufficiency, assume that the given condition
holds and fix w E Woo' By Lemma 5 (with tt replaced by ttw) it suffices to
show that for every fEC(K) and uEPw(f), Z(f-u) $. IntZ(v) for an
v EV\ {O}. Let f E C(K) and suppose that 0 EPw(f) without loss of
generality. Assume that Z(f) <;; lnt Z(v) for some v E V\ {O}. Since sgn f is
continuous on K\Z(f), it is continuous on K\Int Z(v) ~ K\Z(f). By
hypothesis, there exists u E V\ {O} so that u:;= 0 on Int Z(v) ;2 Z(f) and
u(sgn f) ~ 0 on K\Z( v). As a result,

j lulwd.u:;=O<j u(sgnf)wd.u
ZefJ K\Zef)

which contradicts Lemma 1(2). Sufficiency is now proven.
For necessity, assume the condition fails. Then there exists an open set

o in K and continuous· a: K\0 --> { -1, I} such that the subspace
V t = {Ut E V: 0 ~ Z(Uj)} is nontrivial and contains no nontrivial element
Ut such that aUt ~ 0 on K\O. Let V 2 be a complementary subspace of V t

in V so that V:;= V t EB V 2 •

We obtain W E Woo so that OlIw( V) is not Ii ·11 oo-dense in C(K).We have
that the subspace aV j :;= {aUt: Ut E Vd contains no nontrivial elements
that are nonnegative on K\O. Indeed, (JV t contains no functions that are
nonnegative a.e. on K\O because Ut =0 on Bdy(K\O) for alLulEUl' By
Lemma 6, there exists a weight function w defined on K\0 such that

f aUt w d.u = 0
K\O

for all U t E Vt • (As is noted in [16J, we can choose w to be positive and
continuous on K\0.)

If V 2:;= {O}, the proof proceeds just as in the proof of necessity in
Theorem 2. We suppose that V 2 is nontrivial. By definition of V1> no
trivial element of V 2 vanishes identically on O. Choosing dim u2 points in
o on which a basis for V 2 is linearly independent and a closed
neighborhood of this set of points contained in 0, we have a closed set
F<;; 0 where
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for all Uz E Uz\ {O}. We extend w to all of K so that

(4.2)

for all Uz E Uz\ {O}. We could choose w == 1 on O\F and w == c on F where

and SU2 is the 11·lloo-unit ball of Uz. However, w could also be extended
continuously.

We now define IE C(K) for which all continuous functions uniformly
near I have nonunique best 11·11 w-approximations. Since (J is continuous on
the closed set K\0, we can choose I to be continuous on K satisfying

I=(J on K\O,

1=0 on F,

and

0< III < 1 on O\F.

By (4.2) and Lemma 2, 0 is the unique best 11·llw-approximation to I from
Uz. Since metric projections are continuous at points having unique best
approximations and 11·lloo-convergence implies 11·11 cconvergence, we can
find 0 < J < ~ so that if g E C(K) and III - gil 00 < J, then Iluzlloo < ~ for
every best 11·llw-approximation to g from Uz.

We finally show that if gE C(K) and III - gil 00 < J, then g has nonunique
best 11·11 w-approximations from U = U1EEl Uz· Let g E C(K), III - gil 00 < 15,
Uz be a best 11·11 w-approximation to g from Uz, and UI any element of U 1

with Iludl <~. By choice of 15, g, and uz,

IUI+Uzl<~<lgl

on K\O. Hence Z(g-(u 1+uz))s;O and sgn(g-(u1+uz))=(J on K\O.
Further, since u1==0 on 0, Z(g-(UI +uz))=Z( g-uz). Now for any
v = VI + Vz E U where VI E U I and Vz E Uz, we have using Lemma 1 that

f (VI + vz) sgn(g- (UI + uz))w df.1
supp(g- (Ul + U2»
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=f (JV zWdJ1+f vzsgn(g-uz)wdli
K\O O\Z(g - UZ)

= f IvI + vzl w dJ1.
Z(g-(Ul+ UZ»)
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So by Lemma 1, UI + Uz E Pw(g) and g has nonunique best II·
approximations from U. The proof is now complete.

We conclude this paper by showing that the spaces of tensor product
spline functions satisfy the condition of Theorem 3 but are not A-spaces.
We shall refer to Schumaker [17J for all necessary properties of splines.
Let K = [a, bJ x [c, dJ <;; ~z. Let m and n be integers greater than 1 and
specify knot sequences Ll 1 = {a = Xo < Xl < ... < Xk < Xk+l = b} and
Llz={C=YO<Yl< <Y/<Y/+I=d} and corresponding multiplicity
vectors .#I1=(ml, ,mk ) and .#IZ=(n1, ...,n/) where l~m;~m-l

(i=l, ...,k) and l~nj~n-l (j=1, ...,l). Define fI1=:fl(IIm - 1,.#II,
to be the set of all functions s on [a, bJ such that the restriction of s to
[Xi' Xi+l] is a polynomial of degree ~m-1 (i=O, ..., k) and s,
Ds, ..., Dm-I-mis are continuous at Xi (i = 1, ..., k). Here IIp denotes the set
of polynomials of degree p or less and D denotes the differentiation
operator. The space fI1 is called a space of polynomial spline functions with
fixed knots and has dimension

k

M :=dim fI1 =m+ L mi'
i=1

We define Y; = :fl(IIn_l, .#Iz, Ll z) analogously, and Y; has dimension

N:=dimY;=n+ L nj •

j~ 1

Note that the multiplicity vectors are chosen so that fI1 <;; C[a, b] and
Y;<;;C[c,d]. As in [17, p.116J, for suitable extended partitions of Ll 1

and Ll z , we can construct normalized B-spline bases {B 1> ... , BM) and
{ Jjl' ..., JjN} for 9'; and Y;, respectively. The tensor product :fl. = 9'; 0 ~
9'; and ~ is the subspace of C(K) having basis {B;/ i = 1, ...,M,
j= 1, ..., N} where Bij(x, y) = Bi(x) Rj(y).

Of Interest to us are the supports of the B-splines. Specifically,. suppBi

is an interval in [a, bJ which is open relative to [a, bJ and has endpoints
in the knot sequence Ll 1 . Further B; > 0 on supp Bi . A similar description

640)61)3-7
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of supp Bj holds, and supp Bij= (supp Bi) x (supp Bj). We shall call any
rectangle (Xi' Xi+1)X (Yj' Yj+1) a cell in K.

THEOREM 4. The space 51' is uniformly almost Chebyshev in Cw(K) for
all WE W OJ'

Proof We consider any nonzero function

M N

s= L L cijBij'
i~l j~ 1

in 51'. Since solO, some Cpq 01 0. We show that if cpq 01 0, then
supp Bpqs;K\lnt Z(s). In this case, any continuous sign function (J on
K\lnt Z(s) would be constant on the connected set supp Bpq . Hence,
Bpq = °on Int 2(s) and (J( ±Bpq»): 0 on K\lnt Z(s).

To prove our assertion suppose supp Bpq 'J;. K\lnt 2(s). Then some cell
(xI]' XI]+l) x (y" y,+d contained in supp Bpq contains a point of Int Z(s).
Since s is polynomial in two variables over this cell, s ==° on
(xI],xn +1)x(y"y,+d. Let B~, ...,B{3 be the B-splines for 9; whose
supports contain (xI]' xI]+d and By, ..., BIJ be the B-splines for ~ whose
supports contain (y" y, + 1)' Then

for all XE(XI],X 1J +1) and yE(y"y'+l)' By [17; p.169, Theorem4.65],
B~, ..., B{3 are linearly independent over (xI]' XI]+l)' Thus

IJ

L cij.Bj(y)=O
j=y

for all yE(y"y,+d and i=IX, ...,[3. As above, By, ,B" are linearly
independent on (y" y,+d, and, hence, cij=O (i=IX, , [3, j=y, ..., 6). In
particular, cpq =°and the assertion is proven.

Finally, we remark that S is not a A-space in C(K). We outline the proof
only. Consider the first two B-splines B 1, B 2 and jJu B2 in 9; and ~,

respectively. By [17, Theorem 4.65], each pair forms a Haar System on the
knot intervals (xo, Xl) and (Yo, Y1) and their supports do not extend
beyond X2 and J2. Construct Sl Esp{Bu B2} and S2ESP{B1, B2} where Sl

has one zero IX in (xo, Xl) and S2 has one zero y in (Yo, Y1)' Consider the
nontrivial function s in 51' given by
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Now Z(s) includes all (x, y) where X2 ~ x ~ b or Y2 ~ Y ~ d or x =IX or
y = y. Define tr: K\Z(s) ~ {-1,1} by

{
-I

tr(x, y) = 1
if a~ x < IX and c ~ y < y

otherwise

If g were an A-space, then g would contain a nontrivial swhere s= 0 a.e.
on Z(s) and trS~ 0 on K\Z(s). Then s == 0 on every cell except possibly
(Xi,Xi+1)X(Yj' Yj+d (i,j=o, 1). But since s is a polynomial in
variables on the cell (xo, xd x (Yo, Yl), the sign changes in that cell force
s= 0 there. So supp(s) must be contained in the closure of the union of
the cells (Xl' X2) x (Yo, yd, (xo, xd x (Yl' Y2), and (Xl> x 2) x (Yl' Y2). If
(Xl' X2) is not the support of any of the B-splines B l , ..., Bm and (Yl'
is not the support of any of the B-splines Bll ... , BN , then the argument in
the proof of Theorem 4 shows that s = 0, a contradiction. We omit the
remaining cases but note that they involve constructions similar to s in
other cells.
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